SVM BASED APPROACH OF DETECTION AND CLASSIFICATION OF TUMORS IN MAMMOGRAPHY
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Abstract: One of the most lethal cancer threatening women all over the world is the breast cancer. It is medically defined as abnormal cell growth in the breasts. It is estimated that by the end of 2020 about 17 lakh women will be diagnosed to have breast cancer. After detected with carcinoma out of 100 women in US only 89 women can survive for at least 5 years. The diagnosis of carcinoma has different procedures evolved from various technologies. But the diagnosis results are not exact all the time and the major drawback reported to be is false-positives. The advancement of image processing and artificial intelligence had led to diagnosis results of cancer masses more accurate and in short time. This project provides a solution for early detection by processing the mammogram images to locate the carcinoma and to specify the stage of cancer. It employs the machine learning approaches to perform the classification after the identification of the location of cancer masses. To classify the cancer stages the unsupervised learning technique named as support vector machines is implemented.
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I. INTRODUCTION

The abnormal growth of cells forms masses medically defined as a tumour. This tumour may or may not be cancerous. The tumour which does not spread to other parts is called benign and when it is more lethal it is malignant. The symptoms of a tumour arrive very late making it difficult to cure [12]. Thus, doctors always recommend to have periodic screening of breasts to ensure early detection.

Initially the cancers were more unpredictable such that the cause or treatment was not liable. The screening methods were very traditional sometimes yielding inaccurate results. Also, the process of diagnosis took long time to end up with results.

Cancers may occur in all body parts and the tests done for screening differs according to the type of cancer. For most of the cancers, doctors may recommend a blood work but when a breast cancer is suspected then the screening is done via imaging and biopsy. Before recommending any tests, the patients will be asked to undergo physical examination. When they feel any tumour then the successive procedures are done. Mammogram is the imaging technique that is widely used. It is an X-ray passed through the breasts to detect the presence of lumps, mostly mammogram can detect small masses before they are fully grown to be detected by a physical test. This is a screening mammogram. When there is something suspicious then a diagnostic mammogram is done.

![Fig.1.1. Mammogram image](image)

Diagnostic Mammogram examines a portion of breasts in a greater detail whereas screening mammogram examines the whole breasts.

The pathology report describes the type of cancer mentioning some of the attributes such as size of the tumour, rate of growth and other factors that influence the treatment. So far it is the responsibility of the doctors to examine the imaging results and find the tumour location but with the emerging AI technology makes it possible to develop a system that automatically detects and classifies the cancer.
as benign or malignant reducing the manual work thus minimising human errors.

II. METHODOLOGY

The detection of cancer from the mammogram images uses many techniques from image processing and machine learning. The method of training a machine by incorporating a large amount of data and making it perform the given task is machine learning. This method involves a series of steps from collecting the required data followed by pre-processing and classification.

a. Dataset:

The dataset is a collection of handwritten digits that are used in image classification, clustering and other processing methods. As far as breasts are concerned, we have the major characteristics of the breast and the tumour as attributes. The attributes we consider here are

- Radius
- Texture
- Perimeter
- Area
- Smoothness
- Compactness
- Concavity
- Concave points
- Fractal dimension

b. Pre-processing:

It is the most important step to be done before working with the dataset. It is the process of finding, removing and replacing the bad or missing data. The pre-processing ensures the data is clear and efficient for further operations as it enhances the quality of the data to run our model.

c. Image Noise Removal:

In pre-processing section, the input image may be in different size, contains noise and it may be in different colour combination. These parameters need to be modified according to the requirement of the process.

Image noise is most apparent in image regions with low signal level such as shadow regions or under exposed images.
There are so many types of noise like salt – and – pepper noise, film grains etc., All these noises are removed by using filtering algorithms. Among the several filters, Weiner filter is used.

In pre-processing module image acquired will be processed for correct output. Pre-processing was done by using some algorithm. Bharat Anusha et.al (2018) proposed that for all images the pre-processing should be done so that the result can be obtained in the better way.

To find out the transformation between two images precisely they should be pre-processed to improve their quality and accuracy of result

d. Segmentation:

Image segmentation is a technique in which the image is broken down into multiple segments also known as image objects or pixels. After the data pre-processing the image is left to undergo segmentation in order to transform the data in a meaningful form. There are different segmentation techniques, here the method of Expectation-Maximization is used

EXPECTATION – MAXIMIZATION:
The EM algorithm is an efficient iterative procedure to compute the Maximum Likelihood (ML) estimate in the presence of missing or hidden data. Each iteration of the EM algorithm consists of two processes: E-step and M-step

Algorithm:

E-Step: Perform probabilistic assignments of each data point to some class based on the current hypothesis for the distributional class parameters – update variables

M-Step: Update the hypothesis for the distributional class parameters based on the new data assignments – update hypothesis

e. Pattern Recognition:

When the image is segmented then the next step is the pattern recognition which is done by two processes, feature extraction and classification.

It is the process of reduction of the image dimensions and to extract some essential features that can be used in classification. Two features are considered statistical and size-based features.

i. Statistical feature extraction: This is used to derive the boundary of the image based on the features of skew, mean, variance, standard deviation.
ii. Size based feature extraction: A gray level co-matrix is constructed with minimum 0 and maximum 2. The size-based features are acquired from control, energy, entropy and homogeneity of the GLCM.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Once the features are extracted from the respective images they are used for the classification. Machine learning comes into picture, we use the supervised learning method for classifying the type of cancer.

Cancers are distinguished into two categories as benign and malignant. The mechanism used for this classification is Support Vector Machines. This classifier is preferred because of the need to classify the MRI images into 2 categories.

IV. SUPPORT VECTOR MACHINES

Support Vector Machines (SVMs) are a relatively new supervised classification technique to the land cover mapping community. The training data is distributed in space and when a new data enters this is marked inside the space in the right position where the space is separated by a hyper plane. This pane is the important factor of a SVM classifier. It divides the maximum and minimum data points that are distributed in space.

The data set acquired is grouped into training set and the test set. The hyper plane attempts to separate the classes so that each fall on either side of the plane, and by a specified margin. Ali Amna et.al (2018) discussed about the cost function as there is a specific cost function for this kind of model which adjusts the plane until error is minimized.

The dataset is trained with the provided train data, where the data is divided into two sections. This is done by the function 'svmtrain()'. When the train procedure is complete the Euclidean distance is found with the training and the test set. A matlab function ‘cvEucdist (Trainingsset, testset)’ is used to find the distance.

The MRI images that are used in classification are pre-processed so that all the images are of same standards and it becomes easier for classification and provides effective results. The images are thus classified and a pop-up message appears showing the stage of tumour such as malignant or benign.

V. CONCLUSION

Breast cancer has serious health concerns among women all over the world. The mortality rate is very high in breast cancer patients. But with suitable and efficient screening, the mortality rate can be reduced by an early detection. The initial step based on gray level information of image and segment the breast cancer. Each tumour region is extracted by the statistical and GLCM feature extraction method. Finally, the SVM classifier is used for classification. Finally, the proposed model seems suited for control parameter setting of the machine learning algorithms in one side and automated breast cancer diagnosis on the other side.
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