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Abstract—An expert system uses human knowledge to 

solve complex real world problems. It makes 

predictions using the given information and the data. 

An important application of an expert system is in the 

field of medical diagnosis. In this field, the system 

inputs various symptoms and predicts the disease.  In 

our proposed expert system, decision tree algorithm is 

used to predict the disease. The proposed system is 

implemented and tested using a standard dataset. The 

results are obtained and accuracy of system is nearly 

80 percent. In future, these systems can be very useful 

for the doctors as well as the patients. 
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I. INTRODUCTION 

Expert systems, commonly known as knowledge-

based systems are the most common clinical AI systems. 

They are designed in a manner such that they are able to 

analyze the data from a user and provide inference. An 

expert system is a system which uses the human 

knowledge captured in a machine and help to resolve 

problems which otherwise require human intellect. It 

makes recommendations using the information and the 

data set provided to it (LIPKIN M, et al., 1958)(Azaab S., 

et al., 2000). An expert system consists of knowledge 

base to train itself and learn from the data, Inference 

engine to use productions by applying some rules and 

display the result using the User Interface. There are 

many synonyms of Expert systems like  Intelligent 

Knowledge-Based Systems (IKBS), advice languages, or 

consultation systems(Beverly G. Hope, et al., 1994). 
Medical Diagnosis is a domain which should be 

performed with proper precision and care. Therefore, in 
this context machine learning is very useful here as it 
involves many algorithms of mathematical and statistical 
analysis (Holman J. G., et al., 2009). In literature, many 
mathematical and statistical models are used to improve 
the diagnostic performance of doctors and the treatment of 
patients.  

In our proposed approach, the Expert system is based 
on  decision tree method that leads to a highly accurate 
diagnosis of the disease in patient's/user's body as per the 
given symptoms. Our Expert System covers a good 
amount of diseases and symptoms as it contains a well 

prepared dataset. This system takes a less amount of time 
and draws out good results which will be beneficial for 
both the doctor and the patient. 

The overall organization of the paper is as follows: 
Section 2 gives  the Literature survey done in the field of 
expert system and medical diagnosis. In Section 3, we 
have given proposed work and the overall architecture. 
Section 4 explains the working of our system with the help 
of  flowchart, dataset and its working process on a sample 
input. Section 5 show the final implementation and results. 
Section 6 states the final conclusion and future scope.  

II. LITERATURE REVIEW 

In literature, different algorithms like such as S.V.M, 

Naïve Bayes, K-Nearest Neighbor etc. are being used in 

medical diagnosis.  

Naïve Bayes, K-Nearest Neighbor and Decision Tree 

have been used as some of the practices in heart disease 

prediction so that to cure heart diseases more properly 

(Soni, J., et al., 2011). Computer Aided Design (CAD) 

systems have also been used so to detect and predict many 

medical diseases (Yassin, N. I., et al., 2017). SVM and 

Random Forest technique is used to detect the diabetes by 

using iris images(Samant, P., et al., 2018).  

 

     Extreme learning machine has also been used in 

literature for different medical problems (Eshtay, M., et 

al., 2018). Breast Cancer is one of the most common 

diseases in women and to detect it, there are many 

algorithms proposed.These are SVM, k-Nearest Neighbor, 

Random Forest and Decision Trees which are used in 

Breast Cancer detection and diagnosis (Eshtay, M., et al., 

2018). Liver disease diagnosis is done with the help of 

SVM and k-Nearest Neighbor in (Hamid, K., et al., 2017). 

  Cardiac Arrhythmia has been classified using SVM, 

kNN, Random Forest and Logic Regression (Shimpi, P., 

et al., 2017) and Cardiac Abnormality is detected using 

SVM in the given research paper (Bhattacharya, A., et al., 

2017). SVM, kNN and Decision Tree have also been used 

to detect Chronic problems in human beings and diagnose 

it (Anakal, S. et al., 2017). Headaches and Mood 

Disorders have been cured using Fuzzy Logic (Farrugia, 

A., et al., 2013) and Bayesian Model (Kim, Y. K., et al., 

2018) respectively.  
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Diabetes Mellitus is one of the most harmful diseases 

occurring very commonly in human beings and is being 

operated using SVM (Kavakiotis, I., et al., 2017)and 

Naïve Bayes (Maniruzzaman, M., et al., 2016). SVM 

along with other classifiers is also used in medical 

diagnosis and biomedical engineering researches (Foster, 

K. R., et al., 2014).  

Adaptive Neural Networks is also one of the machine 

learning algorithms which is used in the improvement of 

medical field by providing diagnosis methods 

(Kononenko, I. et al., 2001). AdaBoost algorithm along 

with SVM, Random Forest and Naïve Bayes are also used 

for the diagnosis of Hepatitis and Diabetes (Li, M., et al., 

2007). Fuzzy Logic algorithm have also been used to 

develop self-learning diagnosis systems (Lu, X., 2010). 

From the above literature survey, we conclude that 

Decision tree and Random forest are the best algorithm 

which can work in medical diagnosis with higher 

accuracy and speed. So, we selected decision tree as an 

efficient algorithm which can meet our needs in this work. 

III. PROPOSED WORK 

In our proposed work, an expert system consists of a 
Knowledgebase which consists of the required data, an 
Inference Engine which applies the production rules to 
obtain the most accurate results and a User Interface which 
will help the user to interact with the system. This system 
will take inputs from the patients or the doctors in terms of 
the symptom(s) and will predict the most appropriate 
medical disease according to the data available in the 
Knowledge Base of the system. The main feature of this 
system is that it makes use of a Decision Tree Algorithm 
along with Inference Engine through which it will reach up 
to a particular disease according to the symptoms given by 
the user. 

A.  Architecture of Proposed Expert System 

The architecture of proposed system is given in figure 
1. It comprises of four major parts namely, Knowledge 
Base, Inference Engine,Cache(Indexing) and User 
Interface. Firstly, the system collects the data from the data 
sets, then it processes the data under Inference Engine and 
indexes the data using cache so as to set the priority and 
then provides appropriate results to the user. 

 
 

Fig. 1. Architecture of Proposed Expert System 

1) Knowledge Base:The knowledge base of our 

system contains both heuristic and factual data. 

Knowledge Base is a place from which the whole system 

helps itself to train and generate accurate results. The 

Knowledge Base consists of the data and various 

production rules which are applied that tell us about 

specific actions under different conditions or factors. 

 

2) Inference Engine: The Inference Engine is the 

main working component of an expert system. This 

consists of Production Logic and Dimension Reduction 

part. The Production Logic helps us to apply highly 

efficient production rules in the correct order so that no 

conflicts arise. Dimension Reduction reduces the overall 

parameters of the dataset by taking queries from the user 

i.e. the symptoms to reduce the complexity and fasten the 

process. Firstly, we have full sized dataset on which after 

taking the inputs from the user, all the diseases which are 

associated with those input symptoms are selected with all 

their related symptoms and a new virtual dataset is created 
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in the output and then this dataset will be used to fetch 

results using Decision Tree algorithm. So, the overall 

dimensions and entries are reduced in the new dataset 

created at the output. 

 

3) Cache(Indexing): The main work of the Cache part 

is to provide the indexing after the data is fetched. When 

the data is fetched and cleaned, then the classes are 

created and to classify them,  we provide the priorities or 

index numbers to each class such that to identify which 

class should be considered first. 

 

4) User Interface: User Interface is an integral part of 

the system. It helps the user to interact with the system 

and eases the process of the medical diagnosis from the 

user’s side.  

IV. WORKING OF SYSTEM 

Firstly, this system gathers or takes the input from the 
user in the form of one or more symptoms. After the user 
inputs the symptom(s), the Expert System will fetch all the 
diseases which are related to those symptom(s) in our data 
set or database  i.e. those diseases whose symptoms are not 
present in the user's entered symptom(s) list will be 
removed for that particular case. After the data fetching 
phase, the data cleansing takes place which results in the 
removal of non-usable data.  Then the Cache provides 
indexing and priorities to the diseases whose symptom(s) 
occur the most which have been selected for a particular 
case. After all this process, when all the diseases are 
prioritized and ready for classification, finally the Decision 
Tree Algorithm is applied which starts from the root or 
starting index and goes on to ending index and results in 
the fetching of the final disease to be predicted by the 
Expert System. So the User Interface will provide the 

results about that particular case to the user which is in 
form of diseases. This system makes it easier for users to 
work upon their health and also helps doctors to analyze 
well about every disease and its cause of origin. This 
system in future will be able to give proper reports to the 
doctors as well as patients about the particular disease and 
its origin, symptoms and how to cure that disease by 
proper intake of medicines preferred by the system. 

A. Flowchart 

The flowchart showing the working of the proposed 
system is given in figure 2.  

The system workflow starts when user  interacts with 
system through GUI. The user gives symptoms of a 
disease as input to the system. The data input is firstly 
processed and the processed data is sent to Cache. In 
Cache, the parameters are checked if they exist previously 
or not. If the parameters are found in Cache,  it will go to 
Reduce Dataset then it will form Decision tree. If all the 
parameters were not found in Cache then it will move to 
next stage known as Actual Dataset.Actual Dataset is the  
Data set of this System which is already refined by ETL 
process. The parameters which user enters are thus 
matched with all possible symptoms present in dataset and  
all possible diseases from dataset are obtained. 

Next step is to feed the reduced dataset into Decision 
Tree Algorithm which will help us to identify  most likely 
the diseases  which can be result of these symptoms. 
Decision Tree also help to trace all the possible diseases 
which can be result of these symptoms. 

Finally, result is concluded with the help of Decision 
Tree and the result is showed to user with the help of GUI 
and also being transferred into cache for the symptoms for 
faster access of the results. 

 

 

Fig. 2. Flowchart of Proposed Expert Sys
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B. Dataset 

The Dataset  we have taken from Kaggle for the 
experimentation part (Larmuseau P, 2018). Figure 3 shows 
the snapshot of the data set.  

This Dataset basically consists of two main parameters 
which are Disease and Symptom. This dataset is a merged 
dataset and it consists of a disease and its multiple 
symptoms line by line. There are many redundant disease 
entries in this dataset but no redundant combination of 

disease and symptom will be found in the dataset. This 
dataset consists of a total of 5568 number of rows and 3 
columns and a total of 16704 entries. 

Originally there were 4 excel sheet in csvform  which 
were linked with the help of disease and symptoms.We 
combined all sheets to form one master sheet known as 
database pivoted  which is responsible for governing all 
the result of  our system. 

 

 

Fig. 3. Dataset used 

C. Working  On a  Sample Disease 

     For showing the results we selected 4 sample 

symptoms which are Backache, Headache, Dizziness and 

Suffocation. These all symptoms are related to Nausea 

when a person feels very annoying and uncomfortable. 

Then we obtain the   Decision tree shown in figure 4. 

After traversing one of its branch we reached to final 

conclusions that is Target Disease. The traversal of 

decision tree for the given symptoms is shown with help 

of shaded yellow part which concludes that in leaf node, it 

is Target Disease belonging to class  Medication 

Reaction. Medication Reaction is a disease which can be 

caused due to intake of impropermedicines or 

drugs.Medication Reaction can be very harmful in certain 

situations as medicines are designed for separate diseases 

and can cause severe side effects. 

V. RESULT 

The Expert System is implemented using Decision 
Tree and and the results showed the diseases which can be 

caused by the affection of these symptoms. Here, we took 
four symptoms Backache, Headache, Dizziness and 
Suffocation for which we run the Expert System. The 
system firstly fetched a new dataset containing 136 
diseases and their respective number of symptoms with 
them. Now, this new dataset has reduced the number of 
diseases from the original dataset and it has also reduced 
total entries. This reduced dataset only consists of entries 
or diseases which will be useful for evaluating or applying 
the Decision Tree algorithm on the input symptoms. Now 
after fetching out these diseases it will give index and 
prioritize the diseases and take out all symptoms of 
selected diseases and recommend or suggest user that 
he/she has a particular symptom and will finally jump to a 
disease. This work will be done using production rules and 
Decision Tree algorithm. So, the doctor or the patient will 
have clear view of the Decision Tree made and doctor 
would then be able to traverse to a disease using some help 
from the patients and his medical tools. 
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VI.  CONCLUSION 

In this paper, we have proposed an expert system based 
on decision tree algorithm for medical diagnosis. The 
proposed system understands, learns and trains the data 
provided in the data set and apply rules and algorithms to 
calculate the best possible results. It takes symptoms of 

diseases as input and predicts the disease. It is 
implemented using a standard dataset and achieves an 
accuracy of nearly 80 percent.  In future, these systems can 
be very useful as they can predict the disease faster than 
the existing systems and can also achieve higher accuracy. 

 

 

 

Fig. 4. Decision Tree formed to traverse Medication Reactio
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