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Abstract— This paper proposes an abnormal event 

detection system through surveillance camera using 

machine vision, in corporation with deep learning, which 

analyzes footages of crowded scenes and detects abnormal 

events. In the proposed solution, the concept of basic deep 

neural network model has been widely adopted. DNN is a 

mathematical model that categorizes video input frames 

and separates the anomaly present in the video events. If 

any one of the anomaly namely arrest, assault and abuse is 

occurred in a video, that anomaly is detected from 

specified frames of video. The proposed model mainly 

depicts how deep learning elevates the quality of machine 

vision in abnormal event. 

Keywords— Abnormal Event detection, Convolution 

Neural Network, Deep Learning, Framing, Machine Vision 

Modeling 

I.  INTRODUCTION 

The surveillance cameras are a form of Cyber Physical 

System, which are deployed broadly to supply visual 

surveillance monitoring of activities. Surveillance cameras are 

widely being employed publically to increase public safety 

and to remain an eye fixed on everything. The goal of the 

abnormal event detection system is to signal an activity that 

deviates from normal patterns, and then it identifies the time 

window of the occurring anomaly. Once an anomaly or the 
abnormal event is detected, it can further be sorted into the 

told activities using classification techniques. It takes 

sufficient computing power on investigation and to detect an 

anomaly happening in real time, because if the event cannot be 

identified in real time, the aim of CCTV model isn't served. 

Many approaches are undertaken in analyzing and classifying 

video events, as an example, object tracking, pedestrian 

detection, crowd counting and action detection. During the 

previous couple of decades, surveillance cameras installation 

has increased abundantly in numerous locations. 

 

 
 

Figure1:Process flow diagram of existing system 

However, hiring people to look at all the surveillance video is 

expensive. Figure1 shows the process flow diagram of local 

monitoring system for anomaly detection. The aim of our 
project is to implement an algorithm which can detect 

abnormal event like assault, abuse or arrest. Nowadays, 

several AI techniques are used to detect peculiarity, amongst 

them convolution neural networks using deep learning 

techniques improved the discernment accuracy remarkably. 

Figure2 describes the process flow of proposed system in 

which deep learning is applied for anomaly detection. 
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Figure2: Process flow diagram of proposed system 

II. RELATED WORK 

Despite the substantial advances made by deep learning 

methods in many machine learning problems, there's a relative 

scarcity of deep learning approaches for anomaly detection. A 

survey by Chalapathy et al. (2019) elaborates and reviews 

various structured and comprehensive deep anomaly detection 
(DAD) methods. Anomaly detection is nearly related to 

outliers detection and novelty detection, therefore there exists 

various researches and reviews on this issue [3,4,5,6,7].In the 

system [8] abnormal event at ATM systems are detected using 

image processing based on IOT technologies. The system 

recognizes human activity through CCTV cameras and 

analyzes them using various signal properties. The system 

faces low accuracy due non usage of feature extraction 

methods like SVM, etc.  

Also trajectories are used for anomaly detection. In the system 

[9] anomalies in videos are detected by learning regularity in 

skeleton trajectories. Tran et al. (2019) propose to leverage 2D 
human skeleton trajectories for detecting abnormal events 

related to human behaviour in surveillance videos. 

Recently, various methods primarily based on deep learning 

are applied for anomaly detection [10,11,12]. Zhou et al. 

(2016) proposed descriptor based on a novel simplified 

Histogram of Oriented Tracklets (sHOT), which provides 

promising results in detecting abnormalities. The author used 

3D-CNN for feature extraction. Since, the algorithm applied 

was based on supervised learning hence not suitable for real 

world. Hasan et al. (2016) used an autoencoder to learn 

regularity in video sequences. The method identifies the 
deviations from regularity, and hence detects abnormal 

deviations. Ravanbakhsh et al. (2017) proposed the use of 
Generative Adversarial Nets (GANs) which are trained by 

normal frames and their representations are generated by 

optical flow. 

We have proposed a system in which anomalies are detected 

by machine vision and is enhanced by deep learning 

methodologies like CNN. 

III. MACHINE VISION 

In the work [14] importance of machine vision is surveyed 

along with its industrial applications and algorithmic 

applications. As stated in [14] Machine vision is the technology 

to replace or complement manual inspections and 

measurements with digital cameras and image processing. 

Methods such as deep-learning technologies and convolutional 
neural networks (CNNs) from the field of artificial intelligence 

(AI) are evolving with machine vision to make image-

processing systems learn and distinguish between defects and 

hence making identification processes even more precise. 

 

Figure3: Analyzing data with the help of deep learning and machine 
vision 

Machine vision is a technology which gives machines high-

level understanding from digital images and videos. One of the 

prominent application of this is anomaly detection in 

surveillance cameras. Basically, video is a bunch of images that 

are moving very fast we cannot distinguish between two 
images taken at a same time but a machine can due to the fact 

that images are nothing but collection of pixels.  

Hence, anomaly detection can also possible with this process 

by detecting any change in intensity, opacity, density, etc in 

image or video. 

IV. DEEP LEARNING 

Deep learning is a fast-growing field of machine learning and 

subfield of AI focused on using neural networks for complex 
practical problems. Deep neural networks have wide 

application and are used for visual perception and image 

analysis and classification, for various modules of self-driving 

cars which contains object detection and many more. Deep 

learning is a fast-growing field of machine learning and 

subfield of AI focused on using neural networks for complex 

practical problems. 

  

Figure4: Performance comparison between Deep learning based and 
traditional algorithms [2] 

As a language may be a tool to specify something. A national 

language may be a tool which you'll express a minimum of to 

any or all the humans. And similarly deep learning, in 

turn, may be a language that permits you to hint your machine 

learning model about what we want this model to specify and 
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perform. Hint is about what quite features you would like it to 

possess, and what quite expert knowledge may be applied for 

on this dataset. It is a practical field. 
Computer vision is one among the sphere that's 

been advancing rapidly thanks to deep learning. Also deep 

learning is even enabling new kinds of possibilities to be 

created by advancing different algorithms. So, the 2 reasons 

one should work in deep learning for computer vision. First, 

rapid advances in computer vision are 

enabling novel applications to look at, though they solely were 

impossible some years ago. Second, because the 

machine vision research community has been 

so creative then inventive in designing new neural network 

architectures and algorithms, is what truly inspire that 

makes lots cross-fertilization into other areas additionally. 

V. CNN 

Convolution Neural Network is a part of deep neural network 

to analyze and process any image. Hence basically it is a 

approach to reduce the features and parameters of input image 

and assign different weights and bases to different objects to 

reduce the scale of enormous dataset. It has various building 

blocks including convolution using edge detection, padding, 

strided convolution, pooling and convolution on multiple 

layers.   

The convolution operation is one of the fundamental building 

blocks of a convolutional neural network. So let’s see for a 
computer to determine what are the objects in this picture, the 

primary thing you might do is probably detect vertical edges 

in the image. In order to make deep neural networks one 

modification to the basic convolutional operation that you can 

make use of padding. And the math of this seems to be that if 

you have a n by n image and to involved that with an f by f 

filter, then the dimension of the output will be; n -f+1 by n -

f+1.Padding helps to capture the boundary features efficiently. 

Then comes strides, Strided convolutions is another piece 

of the basic building block of convolutions as employed in 

Convolutional Neural Networks.  

 
Figure5: Structure of Convolutional Neural Network 

Here, rather than stepping over by one step, we are visiting 

step over by two steps. So, we are supposed to make it hop 

over two steps like and so on. Also pooling is a function is to 

progressively interrupt the dimensions of the image to reduce 

the amount of parameters and computation within the network 

by selecting largest number from a given frame. 

Model used is C3d model: C3D are deep 3-dimensional CNN 

with a regular architecture containing 3 x 3 x 3 conv net and 2 
x 2 x 2 pooling at each layer.C3D is obtained by training a 

deep 3D convolutional network on an outsized annotated 

video dataset. In this project we can use a binary SVM 

classifier as a baseline method. Specifically, we treat all 
anomalous videos as a single class and normal videos as different 

class.C3D features are computed for every video, and a binary 

classifier is trained with linear kernel. For testing, this 

classifier provides the probability of every video clip to be 

anomalous. 

VI. ANOMALY DETECTION 

Anomaly detection comes under the most challenging and 

long standing problems in computer vision. For video 
surveillance and continuous monitoring applications, there are 

several attempts to detect violence or aggression in videos. 

Beyond violent and non-violent patterns discrimination, we 

proposed to use the traditional motion of individual and detect 

deviation from that standard motion as an anomaly. And these 

can be achieved using different methods, we use a new 

method to model the normal patterns of human movements in 

surveillance video for anomaly detection using dynamic 

skeleton features. We decompose the skeletal movements into 

two sub-components: global body movement and native body 

movement.  
Also we can obtain irregular events from human interaction 

using coupled features by applying encoder and decoder 

recurrent network. This coupled features interact with one 

another in spacial temporal model which helps in identifying 

the patterns. Compared to primary models, our model can 

achieve superior outlier detection performance. 

 
Figure6: Process flow of anomaly detection method by training of 

normal and anomaly videos 

VII. EVALUATION OF EXPERIMENT AND IMPLEMENTATION 

A. Implementation details- 
We extract visual perceptron from the fully connected (FC6) 

layer of the C3D network . Before computing features, we re-

size each video frame. We compute C3D feature followed by 

normalization. We input these features (4096D) to a 3-layer FC 

neural network [13]. We use tanh activation and Relu activation 

for the primary and tertiary FC layers respectively. We divide 

the video images into overlapping segments and calculated the 

gradient. Each video passes through the network and we get the 

score for every temporal segments. Then we compute loss and 

back-propagate the loss for the entire batch. 
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B. Evaluation- 

Sultani et al. (2018) mentioned a proposed dictionary based 

approach to acknowledge the conventional behaviors and used 
reconstruction errors to detect anomalies. Following their 

code, we extract some cuboids from each of the conventional 

training video and compute gradient based features in each 

volume [13]. After reducing the feature dimension using PCA, 

we learn the dictionary using sparse representation. Also 

Sultani et al. (2018) mentioned a completely convolutional 

feedforward deep autoencoder based approach to learn local 

features and classifier. Using their implementation, we train the 

network on normal videos using the temporal window of 40 

frames. Similarly reconstruction error is employed detect 

anomaly. We also use a binary SVM classifier. Specifically, 

we treat all anomalous videos collectively and normal videos as 
another class. C3D features are computed for each video, and a 

binary classifier is trained with linear kernel [13]. For testing, 

this classifier provides the probability of each video clip to be 

anomalous.  

 

C. Training and Testing- 

The proposed model is loaded with lot of positive and negative 

videos with labels, the network can automatically learn to 

predict the location of the anomaly in the video. To overcome 

this, the network should learn to produce high scores for 

anomalous video segments during training iteration [13] and 
accordingly we set the number of epochs less than 1000 to 

prevent overfitting. To prevent the model from false alarm 

rate, maximum of our dataset contains normal videos. 

VIII. CONCLUSION 

The Proposed multi-instance learning model is a way to deal 

with discerning inconsistencies and abnormalities in 

surveillance videos, using deep learning approach coupled 

with machine vision. The abnormalities detected mainly are 
arrest, assault and abuse. The proposed detection method was 

enhanced via clustering through the competitive learning 

process. In future works, the system could be considered for 

implementing more different types of anomalies and also an 

alarm system to alert the concerned authorities. 
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