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I. INTRODUCTION 

 

Due to the increase in automobile development that 

has been taking place in recent years, the accidents 

that were taking place has been increased and the 

problems created by them are complex as well. The 

investigation reports prove that these were occurred 

due to the drunk, drowsiness behaviour of the driver. 

So, it is necessary to develop an “Driver Fatigue and 

Drowsiness Detection System” which improves the 

driver safety. 

Driver Fatigue is the important factor that has to be 

considered in road accidents. The recent statistics say 

that annually there were more than 1,500 accidents 

which were occurred only due to the fatigue 

behaviour of the driver. The lead to the fatigue 

crashes. The development of technology that can 

detect and prevent the drowsiness is the major 

challenge in accidents avoiding systems. The major 

aim of this project is to create a fatigue alertness 

system. The main focus is to find the tired characters 

of the driver and generate an alert when the driver is 

found to be drowsy state. It has to monitor the open 

and close movements of eye of the driver in real-time. 

By keenly observing and generating an alert we can 

prevent the road accidents which are caused due to 

drowsiness. 

Detection of this involves reading of number of 

images of the face and observing the eyelid 

movements and eye blink rate. This analysis is 

popular with applications such as face recognition. 

The project is mainly focused on localising the eyes. 

This involves looking at the face in the image entirely 

and finding the location of the eyes in that particular 

image. If once the eye location is determined then the 

system is designed in particular way that it can find 

the drowsiness of the driver. 

Driver Fatigue and Drowsiness detection is in 

existence from past 5years. As the first model, the 

system is designed with the Arduino and IR sensors. 

The sensors are attached to the  

 

Spectacles of the person, when the person closes his 

eye the receiver in the IR cannot get the rays from the 

transmitter. As a result, the alarm which is 

programmed to activate when the eyes are closed used 
to produce a sound for alerting the person. The results 

in this proposal were inaccurate and lead to the 

disadvantages of this system. 

 

      Later, the Drowsiness Detection System was 

implemented   using MATLAB. In this project, the 

image can be processed using MATLAB. But the 

problem is, when it is working on real time frames 

from the image. But there was a problem in this 

design, the processing time by this design is very high. 

Due to that the model was a failure for real-time. 

To overcome this problem, the solution is obtained by 

designing this project by OPENCV and DLib libraries 

which can be used in real-time projects. 

There were several types of systems to design the 

drowsiness detection system. But possible methods 

are: Sensing the psychological state of the driver, 
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sensing the vehicle condition, and monitoring the 

driver’s response. 

II. SOFTWARE REQUIREMENTS 

 

The tools used in the project are Python, OpenCv for 

face detection algorithms, Numpy for numerical 

calculations and PyGame for generating and alert 

when the driver is drowsy. 

PYTHON: 

Python is a general purpose language which is 

object-oriented programming language. Python was 

created by Guido Van Rossum during the year 1985-

1990. The source code if python is available under 

General Public Liscence (GPL). 

Python is a simple language when compared to other 

languages. Python uses basic English keywords. 

Whereas the other programming languages uses 

punctions which are at difficulty level. This made 

python easy and interactive t the designers.  

    

                            Fig 1. Python logo 

OpenCV: 

CV in OpenCv stands for “Computer Vision”. It is a 

cross-platform library which is designed to develop 

several computer vision applications. OpenCV 

mainly focus on processing the image, capturing the 

video analysing and including some features like 

face and object detection. 

Computer Vision mainly explains about how to 

understand a 3D from its 2D images which helps in 

object and face detection. It majorly deals with 

functioning as the human vision using the 

combination of computer hardware and software. 

The main purpose of the computer vision is to read 

the content of the image and understand it. It reads 

the image and extract some description from it which 

might be an object, or text description or so on. For 

example, car can be built using the computer vision 

which helps in identifying the different objects 

around the car such as traffic lights, road, pedestrians 

and so on and work accordingly. 

 

 

                    Fig 2. Object Detection Using the 

OpenCV  

FACE DETECTION WITH OPENCV: 

OpenCV will come with a n detector as well as a 

trainer. If you were interested to train your own 

classifier then you can use opencv to create one. 

 

                            Fig 3. Eye detection using OpenCV 

NUMPY:  

Numpy stands for “Numerical Python”. It is one of the 

package in python module. 

Operations that can be performed by NUMPY: 

Numpy can perform following operations: 

 Mathematical and logical operations on 

arrays. 

 Fourier transform for shape manipulation. 

 Operations related to linear-algebra. 

 

Numpy is the replacement of the Matlab that is used 

for the same mathematical operations. 

SciPy: 

SciPy has some basic functions to work on images. It 

has several functions t read images to numpy arrays 

from disk, or to write the images on to the disk which 

helps in face and object detection. 

PyGame: 
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PyGame is a python module that is designed to 

create video games. Pygame has excellent SDL 

library. 

III. BLOCK DIAGRAM 

 

 

                                     Fig 4. Block Diagram 

 From the above block diagram, the project can be 

implemented by first initialising the libraries which 

will help in opening the camera. Later the camera 

detects the face by using the opencv commands. If the 

camera is not initialised it raises an exception and if 

the camera is initialised it starts capturing. The video 

which has been capturing by the camera is divided 

into frames and the frames are converted to gray 

which helps to perform haar- transform on that 

particular images. 

By applying the haar the eye aspect ratio calculated. If 
the EAR is greater or equals to the threshold the 

drowsiness alert is generated. If the EAR is lesser than 

the threshold then the process starts from the step-1. 

IV.  HARDWARE 
The hardware used in this project is webcam which is 

used to detect the eyelid movement of the driver and 

generate an alert when the driver is found to be in 

fatigue state. 

A webcam is a video camera that is used to stream the 

images or video in real-time. These are small cameras 

that are attached to the monitor or to the hardware. 

V. RESULTS  

 

GUI OUTPUT 

 

                                               Fig 5.GUI Output 

 

        Figure 5 (a)Tools menu in GUI 

 

    Fig. 5(b) About menu in GUI 

 

      Fig. 5(c)Contributors sub menu  
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                          Fig 6. Open Camera 

 

     Fig 7. Open Camera & Record 

 

 

     Fig 8. Open Camera & Record sample output 

 

               Fig 9. Open Camera & Detect 
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                           Fig 10. Detect & Record 

 

Fig 11. Detect & Record sample output 

 

 

         Fig 12. Detect Eye blink and generate alert  

VI. CONCLUSION 

 

This project can be used in every vehicle currently on 
road to ensure the safety and reduce the chances of an 

accident due to drowsiness or distraction of driver.This 

can be implemented using Matlab but, the processing 

speed in the project using Matlab is very high and the 

Accuracy implemented by Matlab is less. To overcome 

these disadvantages the image processing is done by 

OpenCV which is one of the module in python.The 

accuracy in image processing using OpenCV is high as 

well as the processing speed is also high. The 

advantages using python made this implementation as 

an easy one. The memory used by the python-opencv is 
very less. 

 

VII. FUTURESCOPE 

 

1) This project can be implemented in the form of 

mobile application to reduce the cost of hardware 

and to increase the availability of the particular 

project to the drivers to prevent from accidents. 
2) This project can be integrated with car, so that 

automatic speed control can be imparted if the 

driver is found sleeping which would be a better 

way to prevent the accidents. 

3) The processing time can be further increased using 

Artificial Intelligence and accuracy can also be 

increased using these algorithms. 

4) This can be also implemented by sending an 

message to a particular mobile number when the 

driver is found to be in drowsiness. This can be 

helpful for indicating the particular a person of his 
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family member that this person is sleeping. So, that 

the can also provide an alert or some security to that 

person. 

5) This can also be implemented by adding an GPS module to 

the project and track the location of that person.   
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