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Abstract— Convolutional Neural Networks mostly use deep 

learning algorithms to detect and identify traffic signs till 

now but they are lacking in so many ways. This paper will 

give a really effective method for traffic sign detection and 

identification using convolutional neural networks. 

Convolutional Neural Networks are used for road sign 

detection and classification as it takes an input image and 

then assigns weights to different aspects in the image and 

then differentiate them from each other.  Other 

classification algorithms require much longer pre-

processing than the ConvNet. The filters which are there in 

primitive methods are engineered manually with training. 

These filters are learned by the ConvNets. Neurons respond 

to stimuli in the receptive field only, which is a restricted 

region of the visual field. The temporal and spatial 

dependencies of an image can be successfully captured by 

applying the relevant filters. To understand the 

sophistication of an image in a better way, the network can 

be trained. After reducing the parameters and weights 

reusability, the architecture fits better with the image 

dataset. The architecture of the system is designed in such a 

way that it extracts important features from the traffic 

sign's images and classifies them under various categories. 
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I. INTRODUCTION 

Traffic sign detection is extremely important for road safety and 

it has plenty of complications. Even a minor confusion in 

detecting a traffic sign may result in severe consequences 
involving the loss of lives of groups of people. Traffic signs are 

very useful as they supply a lot of data about the state of the 

road, warnings that are important for traveling on roads safely. 

Failure of noticing these signs may result in fatal road accidents. 

In such conditions, if we could make a mechanized road sign 

detection and identification system, then it might be very 

helpful for the drivers if they may get distracted from their 

driving. The camera is placed to capture the time images and 

they are fed to the model. The vehicles are running on the road 

in different conditions like low light conditions, rainy 

conditions, and foggy conditions, etc that the deep learning 

algorithms should be reliable in each of such conditions. The 

perfect deep learning algorithms to capture these traffic signs 

and with different orientations and for recognizing them we are 

using convolutional neural networks. 
As their performance is so much affected by the prevailing 

environmental conditions and also various other temporary and 

permanent situations can affect the perceptibility of road signs. 

The traffic sign detection and recognition system face 

difficulties like non-identical traffic signs and bad postage of 
signs. This paper gives a detailed description of the issues of 

road sign detection and the solution to many of these problems. 

CLAHE (Contrast Limited Adaptive Histogram 

Equalization)  has been used in improving the contrast of 

different traffic sign images. CLAHE is an algorithm whose 

implementation can be found in the Scikit-Image Library. 

 

 
 Fig. 1.Original Images are present on the left side.After applying  

CLAHE, image contrast is improved and the 
images are seen on the right  side 

 

In the tasks associated with images, the deep learning neural 

network methods are used. The kernel function in the 

convolutional layer captures the image and its spatial 

information. A convolutional neural network consists of layers 
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and these layers are input layer, hidden layers, and output layer. 

There can be one or more than one hidden layer. Convolutional 

pooling, fully connected layers, and normalization layers are 
present in the form of hidden layers. CNN performs very 

effectively within the operations associated with images but it 

has some drawbacks also. Change in a pose or image orientation 

can result in confusions in CNN. To reduce the spatial 

information associated with data and for downsampling of 

information, a max-pooling layer is employed within the 

convolutional neural network. 

II. PROPOSED WORK 

Development of self driving cars and intelligent transportation 

systems have shown a growth evolution in the last decade. Road 

sign detection and identification is the most challenging task 

confronted by the researchers and developers. Road sign 
detection includes two steps. First is the feature extraction and 

second is the signs recognition. In the first step, many methods 

had been proposed like scale invariance feature, edge detection, 

histogram of gradient and others. Many algorithms are used like 

SVM, KNN classifier, artificial neural network etc. Currently 

traditional computer vision algorithms are gradually replaced 

by the different applications like object classification and 

pattern recognition. 

 

A. Dataset 

For developing a traffic sign detection and identification 

system, the essential requirement is a traffic sign database. A 

huge number of traffic sign photos must be present in the traffic 

sign database. To train the system, a rich dataset with various 

types of images is required in object recognition. German 

Traffic Sign Recognition Benchmark(GTSRB) is used for the 

purpose of  traffic sign detection and identification. Description 
and visualization of the GTSRB dataset was done. After driving 

for 10 hours on different roads of Germany this dataset was 

created and this dataset is publicly available. The dataset was 

reduced to 43 classes and around 50,000 images after removing 

the repetitive and redundant frames. The size of the images in 

the dataset is 32x32. Training data and testing data are two parts 

in which the dataset is divided. Training data is used in the 

training of the model. The final Neural Network can be 

evaluated by the testing data.  

 

Fig. 2. GTSRB Data Set 

B. Neural Network Architecture 

A large number of neurons and layers are required in a fully 

connected neural network for image classification. Due to this 

thing, the number of parameters increases which leads to 

overfitting. The pixel correlation properties of the input image 

may be lost as all the neurons are connected with each other. 

This problem is solved by the convolutional neural networks 

with the help of their kernel filters. Keras Sequential API is used 

to build the convolutional neural network. A build method is 
designed which will take four parameters -width, height, depth 

and the classes. A set of layers is defined which is having 

convolutional, relu, batch normalization and pool layers. For 

distinguishing between different traffic sign colors and shapes, 

5*5 kernel is used in layers. Then two sets of CONV=>RELU 

layers are defined which will make the pool layers of our neural 

network architecture. Before max-pooling two sets of 

CONV=>RELU=>BN is applied so as to reduce the volume 

dimensionality. To prevent overfitting, dropout is applied.   

 

 
Fig. 3. Neural Network Architecture 

 

C. Deep Learning 

Deep learning implementations have replaced the previous 
methods that were used in recent years with increased 

computation power, available standard datasets, and access to a 

large amount of data. The highest accuracy rates are achieved 

by the convolutional neural networks, state of algorithms. A 

multi-stage neural network is called a convolutional neural 

network that is capable of learning all the features on their own. 

Every stage consists of a convolution layer, a nonlinear layer, 

and a pooling layer. For training each filter, a gradient descent 

optimizer has been used for minimizing the loss function. A 
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classifier is fed with all the output from the layers which 

improves the accuracy of the classification.  

 

D. Machine Learning 

Traffic sign classification can be done by various types of 

machines like linear discriminant analysis, support vector 

machines, random forests, ensemble classifiers. Common 

covariance matrix and multivariate Gaussian present in class 

densities. The n-Dimensional data plane is divided with a 
hyperplane and this classification algorithm is called Support 

Vector Machines. Machine learning approaches were very time 

consuming and error-prone processes as they were not able to 

handle the variable size images and difference in the aspect 

ratios. 

II. EXPERIMENT AND RESULT 

A convolutional neural network is built and trained using the 

TensorFlow deep learning library [12]. A traffic sign classifier 

is trained to obtain over 95% accuracy using Keras and other 

deep learning libraries. The model successfully classifies the 43 

traffic signs classes present in the dataset. The accuracy of the 

test data is evaluated and how to make predictions on new input 
data could also be learned through this. Through traffic sign 

classification, traffic signs present on the road like speed limit 

signs, merge signs, etc can be recognized.  

                  Fig. 4. Training Loss and Accuracy 
 

The above graph shows that the accuracy keeps on increasing 

with the epochs and after 15 epochs it almost remains constant 

up to 25th epochs. It then surges little and then again becomes 

constant. The training loss is gradually decreased. Some 

fluctuation is due to the fact that dropout is applied in the fully 

connected layers. 
A sequential model is used and the set of layers is using a 5*5 

Kernel which is helpful for distinguishing between the different 

color blobs and the shapes of different traffic signs. The result 

is a more serializable model. The test images are processed with 

the model and a prediction of results is shown below. 

 
  Fig. 5. Result of Traffic Sign Recognition and Classification 

III. CONCLUSION 

In this paper, many possible studies are discussed so as to 

provide a clear view of different alternative methods that can be 

used in the detection, tracking, and grouping of traffic signs. In 

each of these steps, so many algorithms and methods were 

applied, and each of these has its own advantages and 

disadvantages.   
The paper also covers the methods of categorization, trends 

which are used currently and the challenges which are 

associated with the research of detection and identification of 

traffic signs and about the ability of the convolutional neural 

networks to detect the image and the variances in the image 
with correct accuracy is a really challenging task as it does not 

give accurate results sometimes. The convolutional neural 

networks perform the classification and recognition of images 

correctly even on the damaged and blurred images. It is very 

likely that for getting better results, more layers should be added 

in the convolution stage of Neural Network so as to extract 

more and more features of the images. 
In a confusion matrix, classes of highest proportions can be 

compared to each other and reverse the common factors which 

could be done with the help of image adjustment. This paper 

could be a good reference for the researchers who want to know 
about the current status of the research which is going on in the 

area of detection and identification of traffic signs. 
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