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Abstract: With the surfacing of information 

technologies, an overpowering amount of data and 

information is generated every day. Storing and handing 

out this enormous amount of data is named by a 

ubiquitous term: big data management. Cloud storage 

systems enhance reliability and availability of data by 

introducing redundancy, i.e., data replication, in the 

system, thereby caring the data integrity from node 

failures which occur commonly in any large-scale 

storage system. However, efficiently determining the 

level of redundancy, i.e., number of data replicas, is not 

a small task for a cloud service provider (CSP). 
Traditional methods, which use a fixed number of data 

replicas for all users regardless of the user's budget, do 

not achieve efficiency in terms of financial benefit of 

CSPs. This paper presents an efficient replication 

scheme called Big Replicate introduced by IBM that 

allows a CSP to determine the optimal number of 

replicas for each user depending on the user's budgetary 

constraint and the CSP's resource capacity while 

maximizing the financial profit of the CSP. 

 
Index Terms: Cloud Service Provider, data replication, data 

reliability and data availability 

 

I. INTRODUCTION 

In digital world, data’s are generated from a mixture of 

sources and the fast evolution from digital technologies has 

led to the growth of big data. It provides evolutionary 

breakthroughs in many fields with collection of large 

datasets. In general, it refers to the collection of large and 

difficult datasets which are tricky to process using 
traditional database management tools or data processing 

applications. These are available in structured, semi-

structured, and unstructured format in petabytes and afar. 

The most realistic use cases for big data involve the data 
availability, augmenting existing storage of data as well as 

allowing access to end-user employing business intelligence 

tools for the purpose of the sighting of data [1]. This 

business intelligence must be capable of connecting 

different big data platforms and also provide transparency 

of the data consumers to eliminate the requirement of 

custom coding. At the same time, if the number of data 

consumers grows, then one can provide a need to support 

an increasing collection of many simultaneous user 

accesses. This increment of demand may also spike at any 

time in reaction to different aspects of business process 
cycles [2]. It also becomes a great challenge in big data 

integration to make sure the right-time data availability to the 

data consumers. 

In this study, new software called Big Replicate 
introduced by IBM is implemented to ensure consistent data 

availability.  

 

II. BIG REPLICATE- DATA REPLICATION FOR 

HADOOP 

 

Big Replicate is the world’s only wide area network 

active transactional replication technology that delivers 

continuous availability, streaming backup, uninterrupted 

migration, hybrid cloud and burst-to-cloud, exceeding the most 
demanding enterprise SLAs across any combination of 

Hadoop distributions and cloud storage. It provides the core 

functionality supporting continuous availability and 

performance with data consistency across clusters that are any 

distance apart, on premises or in the cloud. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. IBM Big Replicate- Connector 

 

As shown in the figure 1 IBM Big Replicate is a patented 

technology and is built on an active-transactional replication 

capability that enables continuous availability and data 

consistency [3]. With LAN-speed performance across any 

combination of Hadoop clusters any distance apart, it runs on 

any mix of distributions and storage, both on-premise and in the 

cloud, enabling a whole range of enterprise use cases that can’t 

be supported otherwise. 
The proxy servers deployed with each cluster which 

exposes the Hadoop compatible file system API. The client 

apps is connected to the fusion instead of HDFS. It unifies 

Hadoop clusters running on a mix of distributions, versions 

and storage on premise and in the cloud. It provides a single 
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virtual namespace across clusters any distance apart. It 

breaks down information silos [5]. It replicates data across 

cloud object storage and local and NFS mounted file 

systems. Transactional replication is typically used in 

server-to-server scenarios that require high throughput, 

including: improving scalability and availability; data 

warehousing and reporting; integrating data from multiple 

sites, integrating heterogeneous data, and offloading batch 

processing.  

Even if there is no direct connectivity with RDBMS data 

sources but the data can be dumped into a file system in a 

CSV or similar format and this could then be mounted on 

HDFS with the help of IBM’s Change Data Capture Tools 

(CDC).  

 

III. BIG REPLICATE-  PAXOS ALGORITHM 

 

This technology has taken the Paxos algorithm and enhanced 

it to enable active-active replication between a variety of data 
sources such as Hadoop clusters, cloud environments, 

[network-attached storage] NAS filers and so forth. It enables 

continuous data access in the face of network outages, 

hardware failures and entire data centers going up and down, 

so that you get complete resilience that otherwise is 

impossible [4]. 

Paxos algorithm has the ability to maintain one-copy 

equivalence based on quorum agreement. What that means for 

multiple data sources that you want to sync is that a quorum of 

those data sources has to agree to any new transactions that 

are proposed at any one of them. The data sources have to say 
“yes, there is no conflict with my data, and I can accept this 

ordering of the transaction relative to everything else.” Then 

once you get the quorum of those participants, the 

participating Hadoop clusters, databases, or whatever agreeing 

to that transaction, then the transaction is written by all of 

them effectively, what we like to say, at the same logical time.  

 

IV. WORKING OF BIG REPLICATE 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Big Replicate in action – Coordinating writes 

 

Fusion service: 1 or more Fusion servers that act as a proxy 

for clients writing into HDFS and write replicated data into 

the local file system (Ref: Fusion technical paper) 

IHC service: 1 or more IHC servers that know how to read from 

the local underlying file system in order to send data to other 

clusters 

Although the diagram shows two data centers, there is no limit on 

how many data centers you can use and you can have more than 

one cluster in a data center. 

The labels on the lines indicate the purpose and direction of data 

flow: IHC reads from the file system, Fusion writes into it, and 

there is coordination between Fusion servers [6]. The color coding 
indicates coherent paths as one write comes into the HDFS and is 

replicated across to the other data center but it shows functions, 

not an accurate timeline of events. It is important to stress that 

active-active replication provides       single copy consistency: a 

user or application can use the       data  equally from either data 

center. Finally, note that there       are few cross-cluster network 

connections, which        simplifies network security and 

management. 

Fusion workflow 

 Client makes a request to create a file 

 Fusion coordinates File Open to other clusters 
involved (membership) 

 File is added to underlying storage 

 IHC server pulls data from cluster and streams to 

remote clusters 

 Fusion coordinates File Close to other clusters 

involved (membership) 

 

       
 

 

 

 

 

 

 

 

 

 

 

Fig 3. Dash board- Critical system status information 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 Fig 4. Settings Management– Modify and view various big 

replicate settings 
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V. ACTIVE- ACTIVE REPLICATION 

 

What it really enables from a practical perspective is 

that Big Replicate gives you the same scenario you’d have 

if everybody was working from one location, off of one 

Hadoop cluster or one database whatever it may be even 

though they are actually working across multiple data 

sources at different locations, any distance apart [8]. It gives 

them access to the same data, the same view of the data, 

read and write access to the same files just as if they were 
working against a single data source at a single location. 

 

VI. BENEFITS OF BIG REPLICATE 

 

The first is continuous availability with performance; that is, 

when user end up with local network speed read-and-write 

access to the same data in every location. Additionally, user 

can selectively replicate user doesn’t have to replicate their 

entire Hadoop cluster [7]. In the case of Hadoop, replication 

is done at the [Hadoop Distributed File System] HDFS folder 

level, but the other point about this is that the data is 

replicated immediately as it is ingested. For example, for 
Spark streaming fast data kinds of applications, unlike the 

standard tools that you use with Hadoop for replicating data 

across clusters, user don’t have to wait for files to be 

completely written and closed.         

     It immediately replicates the data as it is ingested. This 

means users are getting a kind of built-in, continuous hot 

backup by default because every time a transaction changes 

in one participating cluster, it is replicated into the others that 

are participating, and they can also update those same files as 

well. And the clusters can be on premises or in the cloud and 

run on any distribution. Big Replicate is agnostic to the 
underlying Hadoop distribution and version, unlike the tools 

provided by the Hadoop distribution vendors.  

         If a site goes down, with Big Replicate installed with each 

cluster, or in each cloud environment such as Big Insights on 

Cloud, each cluster knows the last good transaction that it 

processed. So when it comes back online, it is able to reach 

out to the other Big Replicate servers installed with the other 

participating clusters, grab all the transactions that it missed 

during the time slice it was offline, and apply them and re-

sync automatically. User can eliminate the risk of human error 

in recovery, and it also ensures that there is no data loss.  
 

VII. CONCLUSION 

 

100 percent uptime, reduced costs, no vendor lock in, 

reduced complexity and data protection can be achieved 

using Big Replicate. In addition Big Replicate can lie on 

hybrid cloud with accelerated deployment, simplified disaster 

recovery, migration, upgrades, expansions etc. 
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