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Abstract— It is previously known that data preprocessing 

lays the groundwork when working with raw datasets. 

Before the discovery of useful information/knowledge, the 

target dataset must be properly preprocessed. But it is 

unfortunately ignored by the most researchers due to its 

perceived difficulty and time required to perform them. 

In this paper, we research the influence of data 

preprocessing and also the effects of over and under pre-

processing. This paper aims to present comparison of the 

largely popular data preprocessing techniques and their 

effect on different data classification algorithms. The 

Wisconsin Diagnosis Breast Cancer data set was used as 

a training set to compare the performance of the various 

machine learning techniques in terms of key parameters 

such as accuracy, and precision.[2] The results obtained 

are very competitive and convey that not all data 

preprocessing methods are necessary. Experiments about 

some algorithms with different preprocessing methods 

also confirm that apart from deficient preprocessing, 

excessive preprocessing also deteriorate the performance 

of an algorithm, which proves that preprocessing has a 

great influence on the performance of a classifier. 
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I. INTRODUCTION 

In 2018, it is estimated that among women 627,000 women 

died from breast cancer, that is approximately 15 \% of all 

cancer deaths [14]. In order to improve the survival rate, the 

most important factor is early detection of the tumor. 

Every year, breast cancer kills more than 500,000 women 

around the world. In resource-poor settings, a majority of 

women with breast cancer are diagnosed at an advanced stage 

of disease; their five-year survival rates are low, ranging from 

10-40\%[15]  The five-year survival rate for early localized 

breast cancer exceeds 80\%, in settings where early detection 

and basic treatment are available and accessible.[15]For 

detection, the two strategies are early diagnosis and 

screening[16]. There are many procedures for detection of 

breast cancer. It can be done by Physical examination by the 

physician to check for lumps. It can also be done using 
mammograms. A mammogram is an X-ray of the breast 

which is used for screening of breast cancer. If an abnormality 

is detected on a screening mammogram, further diagnostic 

mammogram is recommended. Breast ultrasound uses sound 

waves in order to produce images of structures deep within 

the body. Ultrasound is used to determine if a new breast 

lump is a fluid-filled cyst or a solid mass. The only definitive 

way for the diagnosis of breast cancer is a biopsy. A 

specialized needle device guided by X-ray or another imaging 
test is used to extract a core of tissue from the region where 

the tumor is suspected. Biopsy samples are sent to a 

laboratory for analysis where experts determine whether the 

cells are cancerous. Using Magnetic resonance imaging 

(MRI), pictures of the interior of the breast are created. To 

create this picture, an MRI machine uses a magnet and radio 

waves.[16] 

II. MACHINE LEARNING ALGORITHMS 

Machine learning (ML) is an application of artificial 

intelligence (AI) which has the ability to learn automatically 

and improve itself from experience without being explicitly 
programmed. 

Machine learning aims on developing computer programs 

that can access data and use it for learning machine learning 

algorithms are programs which when exposed to more data, 

adjust themselves to perform better. Machine-learning 

algorithms have a specific way of adjusting its own 

parameters, depending on the feedback on its previous 

performance it makes predictions about a dataset. The main 

aim of these algorithms is allowing the computers to learn 

automatically without human intervention. 

 ML algorithms are categorized as supervised, unsupervised, 
semi- supervised and reinforcement learning- 

 

 Supervised learning - In this some data is already tagged with 

the correct answer and we train the machine using this 

labelled data. It generates a function predicting outputs based 

on input observations.  

 Unsupervised learning - This uses information that is 

neither classified nor labeled and allows the algorithm to act 

on that information without guidance. Here, the machine is 

forced to train from an unlabeled dataset and then 

differentiate it on the basis of some characters.  

 Semi-supervised learning - This algorithm is trained upon 
a combination of labeled and unlabeled data. This learning 

combines a small amount of labeled data with a large amount 

of unlabeled data during training. 

 Reinforcement learning - The learning happens from the 

environment and this learning employs rewarding desired 

behaviors and punishing the undesired ones. 
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A. K-Nearest Neighbors (kNN) - 

KNN is a supervised learning algorithm that can be used to 
solve classification and regression problems. It assumes that 

similar things are in close proximity. It uses a database in 

which the data points are separated into several classes to 

predict the classification of a new sample point. It is non-

parametric. Here, there is no explicit training phase. KNN 

when used for classification, the output is a class membership 

which gives a discrete value. And when it is used in 

regression, the output is the value of the object which gives 

continuous values.  

  Accuracy of KNN algorithm without performing 

any preprocessing on the dataset is 91.22%. 

When the dataset was preprocessed using LDA, the best 
accuracy of 97.36% was obtained. 

 

Fig. 1.  Confusion Matrix of KNN 

B. Naive Bayes (NB) - 

It is a supervised classification technique which assumes 

independence among predictors and it is a probabilistic 

algorithm. It is called naive because it assumes that all 
features are independent from each other, this is generally not 

the case in real life scenarios, but still Naïve Bayes proves to 

be efficient for a wide variety of machine learning problems. 

The accuracy of naive Bayes without performing any 

preprocessing on Wisconsin dataset is 92.98 %. When the 

dataset was preprocessed using LDA, the best accuracy of 

96.49% was obtained. 

 

Fig. 2.  Confusion Matrix of NB 

C. Support Vector Machine (SVM) - 

SVM is a supervised machine learning algorithm. It is based 

on finding the hyperplane that best divides the dataset into 2 

classes. In this, each data item is plotted as a point in n-

dimensional space with the value of each feature being the 

value of a particular coordinate. The accuracy of SVM 

without preprocessing on Wisconsin dataset is 58.77%. When 
the dataset was preprocessed using standardization, the best 

accuracy of 98.24% was obtained. 

 

Fig. 3.  Confusion Matrix of SVM 

D. Decision Tree (DT) - 

To build a decision tree there is no need to normalize the data. 

DT builds classification and regression models in a tree 

structure where it breaks down a data set into smaller and 
smaller subsets while at the same time an associated decision 

tree is incrementally developed. The result of this is a tree 

with decision nodes and leaf nodes. 

 The accuracy of DT without any preprocessing on 

Wisconsin dataset is 91.2%. When the dataset was 

preprocessed using LDA, the best accuracy of 95.6% was 

obtained. 

 

Fig. 4. Confusion Matrix of DT 

E. Random Forest (RF) - 

RF is a classification algorithm which contains several 

decision trees. While building each tree, it makes use of 

bagging and feature randomness for creation of an 

uncorrelated forest of trees whose prediction is more accurate 

than prediction of an individual tree The DT in the forest 

considers a random subset of features for forming questions 

and has only access to a random set of training data points. 

The accuracy of DT without any preprocessing on Wisconsin 

dataset is 98.24%. When the dataset was preprocessed using 

standardization or normalization, the best accuracy of 

98.24% was obtained. 

 

Fig. 5. Confusion Matrix of RF 

F. Logistic Regression (LR) - 

LR is used to find a relationship between features and 

probability of particular outcome. Logistic Regression uses 

Sigmoid function. In LR, setting a threshold value is very 
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important as classification problems depend on it. The value 

of recall and precision affect the decision for the value of 
threshold. The accuracy of LR without any preprocessing is 

95.6%. When the dataset was preprocessed using LDA, the 

best accuracy of 97.3% was obtained. 

 

Fig. 6. Confusion Matrix of LR 

G. Multilayer Perceptron (MLP) - 

It is usually applied to supervised problems. Multilayer 

perceptron consists of more than one perceptron, it is a deep, 
artificial neural network. MLP with one hidden layer is used 

for approximating continuous function. They train an input-

output pair and learn to model the correlation between input 

and output. The accuracy of MLP without applying any 

preprocessing is 90.9% When the dataset was preprocessed 

using normalization, standardization and PCA, best accuracy 

of 99.1% was obtained 

 

Fig. 7. Confusion Matrix of MLP 

H. Stochastic Gradient Descent (SGD) - 

In SGD a single random sample is selected rather than the 

entire dataset for each iteration. In this, the gradient of the 
cost function of a single example at each iteration is found 

instead of the sum of the gradient of the cost function of all 

the examples. Here we reach the minima with a shorter 

training time. The accuracy of SGD without any 

preprocessing is 82.4%. When the dataset was preprocessed 

using LDA, the best accuracy of 97.36% was obtained. 

 

Fig. 8. Confusion Matrix of SGD 

 

I. Adaboost - 

Adaboost is a boosting technique which combines many 
weak classifiers into a single strong classifier. It is a technique 

that builds on top of other classifiers. Based on the results of 

the previous classifier, it chooses the training set for each new 

classifier that you train. It determines the weight that should 

be given to each of the classifiers proposed answer when 

combining the results. 

 The accuracy of adaboost without any preprocessing is 

95.61%. When the dataset was preprocessed using PCA with 

standardization and normalization, the best accuracy of 

97.36% was obtained. 

 

Fig. 9. Confusion Matrix of Adaboost 

III.  DATA PREPROCESSING 

Pre-processing is the transformation that we apply on the data 

before feeding it to the algorithm. Data preprocessing is the 

technique which is used to convert raw data into clean data so 

it is feasible for analysis. For achieving better results data 

should be in proper format. Moreover, data should be in such 

a format that many machine and deep learning algorithms can 

be applied and we can choose one which gives better results. 

In this paper we have used the following preprocessing        

techniques: 

A. Label Encoder - 

This usually deals with datasets which contain multiple labels 

in one or more than one column, they can be in numbers or 

words but to make it human readable they are usually in 

words. Label encoding refers to the process of converting 

labels into numeric form to make the machine readable. 

 Table. 1. Encoding of benign and malignant 

Diagnosis Diagnosis 

Malignant 0 

Benign 1 

 

B. Normalization - 

An attribute in a dataset may contain values with varying 

scale so ML algorithms always benefit by converting these 
values to a common scale. It is applied as a part of data 

preparation and its main goal is to convert numeric values in 

a column to a common scale without distorting differences in 

the range of values. We generally use a minmax scaler for 

this. Formula for min max scaler: 
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                           X -min / (max – min )                (1) 

where min is minimum value and max is maximum value 
in column 

C. Standardization - 

It is a useful technique to convert attributes with Gaussian 

distribution and with varying mean and standard deviation to 

standard Gaussian distribution with mean of 0 and standard 

deviation of 1. we generally use StandardAero for this and 
formula for same is: 

                         Z = x – mean / standard deviation       (2) 

D. Linear Discriminant Analysis (LDA) - 

It is the most commonly used dimension reductionality 

technique in machine learning applications. It decomposes 

the dataset into lower dimensions, in addition to that it 
reduces overfitting of data and reduces the computational 

cost. The approach of LDA is similar to PCA but in addition 

to finding component axes that maximize the variance, we 

find axes that maximize separation between multiple classes.  

Steps for LDA: 

1. Computing d-dimensional mean vectors: For every   

class, every feature finding mean vector. 

2. Computing the scatter matrices: To determine the 

relationship of each feature with every other feature. 

3. Decomposition of the square matrix into eigenvectors 

and eigenvalues. 
4. Selecting linear discriminates for new feature subspace: 

Sorting of eigenvectors by decreasing order of 

eigenvalues. Choosing K eigen- vectors with largest 

eigenvalues. 

5. Transforming samples onto the new subspace: Mapping 

the samples to the new feature subspace. 

 

 

Fig. 10. Steps for LDA 

 

Fig. 11. Separation of classes using LDA 

E.  Principal Component Analysis (PCA) - 

Principal Component Analysis is a method to reduce the 

number of variables in a dataset. It does by combining highly 
correlated variables together. PCA allows us to represent data 

along one axis and that axis is called principal component. It 

simplifies higher dimensions to lower dimensions.  

 Steps for PCA: 

 1. Standardize: Standardize the given data. 

Calculate Covariance: Find covariance matrix for the 

given data. Covariance is a measure of how two variables 

move together. 

3. Deduce Eigenvectors: Our main principal component 

becomes the X axis and axis perpendicular to it becomes 

Y axis, then we need to fit our data to two axes. So, we 

need to find out eigenvectors as eigenvectors indicate the 
directions of new axes. 

4. Reorient data: To reorient the data according to new 

axes we multiply our data with eigenvectors. This 

reoriented data is scored. 

 5. Plot the Reoriented data or score. 

 

 

 

Fig. 12. Steps for PCA 

 

Fig. 13. Separation of classes using PCA 

 

IV. PROPOSED METHODOLOGY 

A. Dataset - 

The Dataset used for the project is the Diagnostic Wisconsin 

Breast Cancer Dataset. The dataset as been obtained from the 

UCI Machine Learning Repository. It has 569 instances and 

32 attributes. There are no missing values. There are 2 classes 

Malignant and Benign. Train-test split has been used on the 
data where a constant test size of 0.2 has been used across the 

various algorithms. The positive class is Malignant and the 

negative class is Benign. 
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Fig. 14. Count of Benign and Malignant 

B. Performance Metrics - 

The parameters that are used for determining the performance 

of the various Machine learning algorithms are described in 

this section. A confusion matrix is derived of the actual and 
predicted values. It comprises of four values namely: True 

Positive (TP), False Positive (FP), False Negative (FN), True 

Negative (TN). 

Using these four values, the following performance metrics 

are derived: 

1. Accuracy- 

It can be described as the ratio of correctly predicted 

observations to the total number of observations. 

 

The formula is as follows: 

 

 Accuracy=(TP+TN) / (TP+FP+TN+FN)                  (3)                                 
 

2. Precision- 

It can be described as the ratio of correctly predicted     

positive observations to the total predicted positive 

observations. 

The formula is as follows: 

Precision = TP/(TP+FP)                             (4) 

where TP is true positive and FP is false negative 

3. Recall- 

It can be described as the ratio of correctly predicted 

positive observations to all observations in actual class. 

The formula is as follows: 

Recall = TP/(TP+FN)                                 (5) 

where TP is true positive and FN is false negative 

4. F1 score- 

It can be described as the weighted average of Precision 

and Recall. Therefore, this score takes both false positives 

and false negatives into account. 

The formula is as follows: 

F1 Score=2*(P*R)/(P+R)                            (6)    

where P is precision and R is recall      

C. Implementation and Result Analysis - 

A comparative study between various Machine learning 

algorithms, with and without preprocessing has been 

proposed. It has been implemented on a computer having the 

specifications of Intel Core i5 with 8GB RAM. An open 

source web application called Jupyter Notebook has been 

used for running the programs. In the programs numpy, 

pandas, Scikit-learn libraries have been used. These are open 

source machine learning libraries in python. 

 The various classifiers were tested by performing 

train-test split on the dataset. The dataset was divided in a 

ratio of 80-20. Out of the 569 observations,455 were used for 
training the classifiers and the remaining 114 were used for 

testing. For each algorithm, we computed the results for the 

following: 

Algorithm without any preprocessing 

Algorithm with normalization of the data 

Algorithm with standardization of the data 

        Algorithm with normalization and Standardization of       

data 

Algorithm with PCA:  

PCA (components= 8,9,15) 

PCA with normalization 

PCA with standardization 

PCA with normalization & standardization 

 

Algorithm with LDA:  

LDA 

LDA with normalization 

LDA with standardization 

LDA with normalization and standardization 

 Then we selected the preprocessing technique which gave 

the best results for each individual classifier. The 

preprocessing techniques that gave the best results for the 

classifiers are as follows: 

Table. 2. Best preprocessing techniques for each algorithm 

Sr.no Algorith

m 

Preprocessing technique having 

the best performance 

1. DT ● LDA 

● PCA with normalization 

& standardization 

2. LR ● LDA 

● PCA with normalization 

3. MLP ● PCA with normalization 

4. SGD ● PCA with normalization 

& standardization 

● LDA 

5. SVM ● Standardization 
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6. RF ● Standardization 

● Normalization 

7. AdaBoo

st 

● Standardization 

● PCA with norm and std 

8. kNN ● LDA 

9. NB ● LDA 

 

The comparison of the selected best preprocessing 
algorithm for each classifier with the classifier without any 

preprocessing is as follows: 

Table.3. Performance comparison with best and without 
preprocessing. 

 

 

 

Fig. 15. Accuracy with and without preprocessing 

 

 

Fig. 16. Recall with and without preprocessing 

 

Fig. 17. Precision with and without preprocessing 
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Fig. 18. F1 Score with and without preprocessing 

D. Importance of ideal Preprocessing - 

Data preprocessing is important for any data mining task as 

the rate of success depends on it. . Preprocessing reduces the 

complexity of the data. A detailed comparison of all the 

above-mentioned algorithms were done. They were 
compared on the basis of accuracy, precision, recall and F1 

score. It was observed that the algorithm's performance was 

poor when the data was not preprocessed or when scanty 

preprocessing was done. Then as preprocessing steps were 

performed one by one, the performance started improving. It 

was also observed that when data was overly preprocessed, 

the algorithm’s performance deteriorated.  

 

Fig. 19. Preprocessing graph for multilayer perceptron 

 Here, it can be seen that as we preprocess the data the 

performance increases and reaches the maximum when 
PC/LDA along with standardization and normalization is 

performed. 

 

Fig. 20. Preprocessing graph for random forest 

 Here, it can be observed that as we preprocess the data 

further after standardization, the performance of the 
algorithm decreases. This is the effect of over preprocessing. 

V. CONCLUSION 

The proposed model in this paper presents a comparative 

study of different preprocessing algorithms and focuses on 
the importance of preprocessing the dataset. Using the 

Wisconsin Diagnosis Breast Cancer Dataset, performance 

comparison of various machine learning algorithms 

techniques with and without preprocessing techniques has 

been carried out. 

It has been observed that each of the algorithms had an 

accuracy of more than 95%, when the data was ideally 

preprocessed. When the data was partially preprocessed the 

performance stooped down and similar is the case when the 

data was over preprocessed. Thus, accurate amount of 

preprocessing is necessary as even excessive preprocessing 
can hamper the performance of the classifiers as it rounds off 

or ignores the minute details in the data. Hence, proper 

preprocessing techniques will be very supportive in raising 

the accuracy in early diagnosis and prognosis of a cancer type 

in research 
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