MOVIE RECOMMENDATION SYSTEM USING BAG OF WORDS AND SCIKIT-LEARN
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Abstract— Recommendation systems play an important role in our everyday life. Starting from movie/music streaming sites like Netflix or Spotify to the most basic search engines, the core component is comprised of recommendation systems. Even the technology giant Google is known for its search engine above everything else. To emphasize its importance we aim to build a simple recommendation system using the IMDB movie database. Our finished web application can suggest similar movies based on the input provided by the user, considering factors like the plot of the movie, actors present in it, as well as the director. Needless to say, some factors would be common between the input movie and the recommended ones. The web app uses the scikit-learn python library, to match with the input movie with corresponding movies in the dataset with the highest similarity score. Its frontend is designed using Flask and it is deployed on Heroku. We aim to demystify the magic behind a recommendation system and provide an introduction to natural language processing also on the way.
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I. INTRODUCTION

“Personal beauty is a greater recommendation than any letter of reference”, a quote by Fanny Brice, states that every human being has his/her own nuances. Their taste or views of various subject matters may differ. Recommendation systems aim to exploit those nuances and predict what kind of content the user might prefer. Looking at the vast variety and volume of movies that appear when streaming sites like Netflix or Amazon Prime, it is only natural that humans get confused about what to watch. In this situation, recommendation systems come into play.

Initially while browsing a movie streaming site, the user will select a movie and after watching it, they will submit feedback. Based on the positivity or negativity of the feedback provided, the recommendation system will suggest similar or different kinds of movies respectively. In the case of a new user, the system usually suggests the “top trending” movies, i.e the movies which currently have the highest views or are in great demand at the moment. This is known as collaborative filtering, i.e, making predictions about the behavior of a user by gathering information about many users together.

The frontend of the application is built using Flask, a Python framework. This framework is preferred over more popular frameworks like React and Angular, because of ease of integration of the backend of the application which is written in Python.

II. LITERATURE SURVEY

Over the years, as technology has progressed a lot of researchers have implemented movie recommendation systems using different techniques algorithms. These different projects were an inspiration for us to try and develop a system ourselves.

Ahuja et al [1], the researchers recommended movies using the machine learning algorithm K-Means Clustering in the year 2019. Liu et al [2] suggested another way that could be using collaborative filtering where movies were recommended based on their features. Nakhlí et al [17] in 2019, proposed a simple way which used the correlation between the likes and percentage of views for the movies and filtering algorithms. Ifada et al [3] in the year 2018, proposed methods of handling the sparsity and scalability problems of the collaborative filtering approach. For handling sparsity, the approach estimates the rating entries by combining the similarities of the rating and their respective genres using relative weighting. The approach also uses fuzzy c-means clustering to handle the scalability problem.

Kim et al [4] in 2019, used recurrent Neural Networks which was applied to similar users with similar movie tastes by using Pearson’s correlation coefficient to classify them. Zhang et al [6] recommended movies using the Markovian
Factorization of Matrix Processes which adapt to a wide range of collaborative filtering problems. Recently, the LSIC model was proposed by Zhao et al [7], which gives the user a ranked list of movies. This model employs a framework to combine the Matrix Factorization and the RNN model for recommending movies.

Aesthetics (posters or still frames of the movies) are rarely involved in algorithms or rarely used in recommendation systems. In 2019, a method was proposed to integrate the aesthetics in the movie recommendation system. The CNN and aesthetic features were first integrated into probabilistic matrix factorization. A framework with these features was established to recommend movies by Chen et al [8].

III. PROPOSED ALGORITHM

Our application uses the concept of cosine similarity, a simple but elegant methodology to represent similarity between two entities in a numerical value between 0 and 1, 0 meaning the entities are absolutely different, and 1 meaning both are identical. The formula for deriving cosine similarity is as follows.

\[
\cos(t, e) = \frac{t \cdot e}{\|t\| \|e\|} = \frac{\sum_{i=1}^{n} t_i e_i}{\sqrt{\sum_{i=1}^{n} (t_i)^2} \sqrt{\sum_{i=1}^{n} (e_i)^2}}
\]

Fig 1. Cosine Similarity Formula

Here we aim to find the similarity between vectors t and e.

We have worked on the IMDB dataset, to generate movie recommendations based on the input movie by the user. The dataset has many columns that can be factored into the recommendations, but we have taken only the plot, actors and directors for more accuracy. First, the selected columns are cleaned by removing punctuations and extra spaces. Then, keywords are extracted from the plot, which replaces the ‘Plot’ column. Finally, the bag of words model is implemented by combining the actors, directors, and the keyword plots into a single column.

| The Big Sleep  | crime film-noir mystery howardhawks humphrey... |
| Pink Floyd: The Wall | animation drama fantasy alanparker bobgeldof... |
| The King’s Speech | biography drama tonyhooper colinthirt hekabos... |
| A Christmas Story | comedy family bobclark melindadillon darrenme... |
| The Graduate | comedy drama nikolaiichols amelieacroft dustinh... |

Fig 2. The bag of words model

After the above table is generated, we count the frequency of each word in each row with the help of the countVectorizer. And form a cosine similarity matrix with the help of that. A cosine similarity matrix looks at the frequency of common word between two movies and gives a rating from 0 to 1 accordingly. So basically, each movie, when compared with itself, will have a rating of 1. Hence, when a title is passed onto the recommender, it first finds the index of the movie located in the similarity matrix. After that, it sorts all the values of that row in decreasing order and returns the first ten movies as recommendations.

IV. EVALUATION

Upon comparing the recommended movies with the user input, the results are satisfactory. That is, the recommended movies have at least something common between them and the input movie in terms of director, plot or actors.

For example, on input of the film “The Departed”, the recommendations are ['Fargo', 'Reservoir Dogs', 'Heat', 'Shutter Island', 'The Wolf of Wall Street', 'Rope', 'Blood Diamond', 'Goodfellas', 'On the Waterfront', 'Chinatown']. And each of the movies have something in common with the input film. For example, both “The Wolf of Wall Street” and “The Departed” have Leonardo DiCaprio as the lead actor and both “The Departed” and “Reservoir Dogs” are of the same genre i.e. drama.

V. CONCLUSION AND FUTURE WORK

A study has shown that the total amount of time a person spends deciding which movie to watch due to the huge number of choices, that time could be utilized in
The user interface has been designed to promote user interactivity with the application. Due to the simple and compact UI, future changes can be made in the frontend with ease.

Future work could focus on eliminating the limitation of the IMDB dataset. Only movies available in the dataset could be evaluated, which proves to be a restriction if the product were to be distributed among consumers.
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